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CLUSTERING



What is a Clustering?

• In general a grouping of objects such that the objects in a 

group (cluster) are similar (or related) to one another and 

different from (or unrelated to) the objects in other groups

Inter-cluster 
distances are 
maximized

Intra-cluster 
distances are 

minimized



Clustering Algorithms

• K-means and its variants

• Hierarchical clustering

• DBSCAN



DBSCAN



DBSCAN: Density-Based Clustering

• DBSCAN is a Density-Based Clustering algorithm

• Reminder: In density based clustering we partition points 
into dense regions separated by not-so-dense regions.

• Important Questions:
• How do we measure density?

• What is a dense region?

• DBSCAN:
• Density at point p: number of points within a circle of radius Eps

• Dense Region: A circle of radius Eps that contains at least MinPts
points



DBSCAN

• Characterization of points
• A point is a core point if it has more than a specified 

number of points (MinPts) within Eps
• These points belong in a dense region and are at the interior of 

a cluster

• A border point has fewer than MinPts within Eps, but 
is in the neighborhood of a core point.

• A noise point is any point that is not a core point or a 
border point. 



DBSCAN: Core, Border, and Noise Points



DBSCAN: Core, Border and Noise Points

Original Points
Point types: core, 

border and noise

Eps = 10, MinPts = 4



Density-Connected points

• Density edge

• We place an edge between two core 

points q and p if they are within 

distance Eps.

• Density-connected

• A point p is density-connected to a 

point q if there is a path of edges 

from p to q
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DBSCAN Algorithm

• Label points as core, border and noise

• Eliminate noise points

• For every core point p that has not been assigned 

to a cluster

• Create a new cluster with the point p and all the 

points that are density-connected to p.

• Assign border points to the cluster of the closest 

core point.



DBSCAN: Determining Eps and MinPts

• Idea is that for points in a cluster, their kth nearest neighbors 
are at roughly the same distance

• Noise points have the kth nearest neighbor at farther distance

• So, plot sorted distance of every point to its kth nearest 
neighbor

• Find the distance d where there is a “knee” in the curve
• Eps = d, MinPts = k

Eps ~ 7-10

MinPts = 4



When DBSCAN Works Well

Original Points
Clusters

• Resistant to Noise

• Can handle clusters of different shapes and sizes



When DBSCAN Does NOT Work Well

Original Points

(MinPts=4, Eps=9.75).

(MinPts=4, Eps=9.92)

• Varying densities

• High-dimensional data



DBSCAN: Sensitive to Parameters



Other algorithms

• PAM, CLARANS: Solutions for the k-medoids
problem

• BIRCH: Constructs a hierarchical tree that acts a 
summary of the data, and then clusters the leaves.

• MST: Clustering using the Minimum Spanning Tree.

• ROCK: clustering categorical data by neighbor and 
link analysis

• LIMBO, COOLCAT: Clustering categorical data using 
information theoretic tools.

• CURE: Hierarchical algorithm uses different 
representation of the cluster

• CHAMELEON: Hierarchical algorithm uses closeness 
and interconnectivity for merging


